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Physical design (PD) tuning is hard

[VLDBJ'18, ICDE’15, DBTest’12]
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Cause for sub-optimal plans

Cardinality errors Cost model
Estimated: ... Actual:
192K 3.2M Estimated: 4 Actual:

305K 298K

Nested
Estimated:|Actual: Table
scan

Table Index Part
scan scan Lineitem

Part

Part Lineitem

Order of magnitude more tuples Wrong decision of cost model

Optimizer’s mistakes -> hurt predictability



Physical design tuning under looking glass

Workloads Estimates
ad hoc unreliable

Physical “What if”
Workload Design
Estimated
benefit

Query
Optimizer

Recommeénded Tool

—
DBA  Physical design

Broken pipeline....
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Status quo: untenable for modern applications

% Agmions - ) Edit -
- [vid B Mov Avg

Annotate

Properties: Challenges:
* Ever growing data « Complex optimization problems
* Ad hoc data exploration * Analytical models fail

* Multi-tenancy

Learning algorithms to the rescue

Photos credit: Bloomberg, Stock market®, Atlas experiment, CERN*, Strato Data Centre, cloud”
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Embarking the (M) learning train...

Google Scholar
Articles
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database tuning with machine leamning

Automatic database management system tuning through large-scale machine
learning

D Van Aken, A Pavio, GJ Gordon, B Zhang - Proceedings of the 2017 ..., 2017 - dl.acm.org

.. to tune new DBMS deplgvments. The crux of our appreach is fo frain machine learning (ML) ...
knobs. (2) maggeviously unseen di¥gbase workloads fo known workloads, so that we can ...

Tr Save UD(Cite Cited by 636 Relgled articles  All 25 versions

An inguiry into machine learning-based automatic configuration tuning services
on real-world database management systems
D Van Aken, D Yang, S Erillard, A Ficrino... - Proceedings of the ..., 2021 - dl.acm.org

.- In this study, we ducted a thorough ion of machine leaming-based DEMS knob
tuning methods with a real workload on an Cracle installation in an enterprise envirenment. ...

7 Save 9D Cite Ciled by 68 Related articles Al 12 versions

Automatic database index tuning using machine learning

M Valavala, W Alhamdani - 2021 6th International Conference ..., 2021 - ieeexplore.icee.org

.. used to improve the per by ing the swift data ... tuning by using
Machine Learning (ML) algorithms will open up new research avenues to address the database ...
77 Save 9P Cite Citedby6 Related articles

Qtune: A query-aware database tuning system with deep reinforcement
learning
G Li, X Zhou. 5 Li, B Gao - P dings of the VLDE End t, 2019 - dl.acm_org

... OtterTune is a tuning system using traditional machine learning model. For PostgreSQL,
we have invited a DBA with & years of working experience at Huawei; for MySOL, we invited a ...
Tr Save YU Cite Cited by 211 Related aricles Al 11 versions

Towards a general framework for mi-based self-tuning databases

T Schmied, D Didona, A Déring, T Parnell... - ... on Machine Leaming ..., 2021 - dl.acm.org

-.. Machine learning approaches. We now introduce two among the most prominent ML
approaches to database tuning, which are implemented by the sclufions we investigate in this ...
tr Save BY Cite Cited by 11 Relaled arlicles  All 4 versions

Identifying new directions in database performance tuning

D Colley, C Stanier - Procedia computer science, 2017 - Elsevier

... appreaches in the current database environment; this paper also ... as pattern classification

using machine leamning. The rest of ... approaches fo database performance tuning and Section 4 ...
7 Save 9P Cite Cited by 20 Related articles Al 7 versions

An end-to-end automatic cloud database tuning system using deep
reinforcement learning

Jd Zhang, ¥ Liu, K Zhou, G Li, Z Xiao, B Cheng... - Proceedings of the ..., 2019 - di.acm.org

... Traditienal machine leamning methods rely on massive training samples to train the model
while we adopt the try-and-error method to make cur model generate diversified samples and ...

[FDF] ACM.org

[FDF] cmu.edu

[FDF] ieee org

[FDF] cam.ac.uk

[FDF] arxiv.org

[FDF] sciencedirect com

[FDF] tsinghua. edu.cn



e Pull an arm (slot machine) observe a reward (win/lose)
 Explore vs exploit

* Find a sequence of arms to maximize reward

 Many variants, but CCUCB most interesting

Optimism in the face of uncertainty



Index tuning with MAB (C2UCB)

[ICDE’21]

Workload

Try arms (index)
Recommended IRASEREREVEI

indexes

Optimizer

L3

e UCB guarantees to converge to optimal policy
e C (contextual) learns benefit of arms without pulling them
e C (combinatorial) pulls a set of arms per round given constraints

Safety guarantees with fast convergence

11
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MAB under looking glass...

[ICDE’21]
SELECT A.C1 FROM A
WHERE A.C2 =5 AND Arms
A.C3=6
IX1
(1) New (Learns) 10sec gain, 20sec
(5) Query creation time, 30MB size X2
Returning
Query é (3) Identify Arms *
(2) Query details & =~ tml o
Execution time before an
tunning —— IX6
- Bandit tuner
(6) Creation time) Execution time IX7
J w/ Index
(4) Materialize IX6

Automated tuning with provable guarantees
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MAB to the rescue

Setting: TPC-H, SF10, DBMS-X, Multi-armed bandits (MAB) for index tuning

1.2 -
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MAB in action [ICDE’21]
Setting: TPCH, TPCH skew, TPC DS, SSB (10GB); IMDb(6GB) datasets
static (repetitive) vs random (ad hoc) queries, MAB vs PDTool, 25 rounds

Thousands STATIC Thousands AD HOC
— 40 45
§ 35 Il No Index 40 -
\q': 30 ] PD Tool 35
c W MAB 30
= 25

= N
vl O

Total Workload
Y
o

o U

Total Workload Time (sec)
N
o

SSB

SSB TPC-H

Ske
Workload Workload
MAB robust against complex unpredictable workloads

and skew 15
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MAB in action: Zoom in TPC-DS [icor21)

Setting: TPC-DS, static vs ad hoc queries, MAB vs PDTool, 25 rounds

AD HOC

0 5 10 15 20 25
Round Number

Lightweight, yet efficient 1



Choosing a right tool for the job is key
Why not (general) RL

Setting: TPC-H Skew 10GB, 100 rounds static [ICDE"21]

1000 PDTool @ —MAB

= 900 —DDQN  —DDQN_SC (NoDBA)*

o 800

- 700

L T 600 \

v 2 500 ||

E p

= 400

© 300

S 200 :
Moo

0

0 20 40 60 80 100
Round Number

Faster convergence, less variance with MAB



MAB for It
Physical Degign

SELECT A.C1 FROM A
WHERE A.C2 =5 AND

(5)

Returning
Query

A.C3=6
(1) New (Learns) 10sec gain, 20sec
Query creation time, 30MB size

é (3) Identify Arms

Arms

IX1

" IX2

(2) Query details & =~ tml

Execution time before an
tunning
Bandit tuner
(6) Creation time, Execution time w/
Index

(4) Materialize I1X6

— MV1

- MV2

_____________________________________________________________________________________________________________

De5|gn too complex, too large action space -



Esgt g THE UNIVERSITY OF

HMAB - Hierarchical Bandit Architecture

] | [VLDB’22]
L1 Bandits |

Physical Design
Configuration

Smaller bandits for faster convergence
Knowledge sharing via central bandit



HMAB with contexts

[VLDB’22]

L2 Context (MV_4- From Cluster1) L2 Weights (2) Arms selected
Part 2 Part 1 Part 2 by L1 bandits Part 1 Part 2 Part 3
|2'3I0JJ0'2JDI |5|g‘ ‘2 D‘ Cluster 1: MV MY i|0|1| |1HD|1| |1||g|1|g_5‘
— 4 2 L =
¥ Costeny (8) Update: IX_N: 10sec gain, 20sec creation MV_2 4 columns in # tables in >
MV _4: 20sec gain, MV _1: Osec gain MV 3 the database the database
| (3) Arms selected e -
by L2 bandit . wvialafa] [o][afe] Jol[a]s]oz]
“luster 2: Index
(7) Execution - Observe reward MV_1 —  EaEesneeis Part 1 Part 2
1 | TAR 1 IY 1
MV 4 — 1 ? ?I g B G B |D|1| |ﬂ.1| ['DI 1|D.2|
— @ —n
: : TAB_ 1 IX_2 # columns in
e TAB 1
(6) Materialize ' . -
« TAB1IX1  +— : @ : TAB 1 IX 3
| 6 E) | .
| | .
?: | . | ¥ .
1! | | .
1 A :
:i Bandit TAB N IX 2 te——— I . I
]
1! ) A ! I TAB N IX 1
i (5) Hypothetical i | ? ? | -
il s e i - —
| Execution TABN KX 3 _:— @ : [AB N
E (MV1 is not used) L2 Arms | 6 E) |
N (4) Hypothetically Materialize __________ : T = TABNIXS Joafo] Ja] [1]o]od
7)E tion — Ob. d i
(7) Execution Serve rewar i First Layt.er (L1) Ty 11 Confext
Bandits
(1) Observes the workload and generate arms T

Figure: HMAB with an example

21
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HMAB in Action [VLDB’22]

Setting: TPCH, TPCH skew, TPC DS, IMDb datasets; static (repetitive) vs random (ad
hoc) queries, MAB vs PDTool, 25 rounds, tuning indices and materialised views

Thousands Static Random

S50 < 1000 Y

a - £ _

540 + . — 800

&

30 | £ 600 | .
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@) Vv 9g Vv 9g 0 89g s | © O 0 O 0O 0O

= 25> | BSsS | 2Es | 2SS ¢ 2es | 255 | B5s | 2SS
OQ.I OD.I OQ.I OO.I BQI BQ_I BQ_I BD_I
= = P P = = =2 Pz
TPC-H | TPC-H | TPC-DS | IMDb TPC-H | TPC-H | TPC-DS | IMDb

Skew Skew

Up to 96% speed-up, and 67% on average
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Index Only Tuning  vipe22]

TPC-DS [ICDE’21]
Rec. Cre. | Exec. +—Fotal— |DBA Bandits
DBAB 147 | 12.86 | 262.88 | 277.21
PDTool 16.39 | 3.8 277.227]

HMAB _—+{T14 | 7.76 | 219.08 |
me | 39.88 | 7.29 | 308.47 | 355.64

" AutoAdmin | 28.99 | 4.94 | 273.87 | 307.8
DB2Advis | 0.09 | 427 | 279.97 | 284.33

[VLDB’20]

Dexter 922 | 1.86 | 674.06 | 685.14 | magic Mirror
Drop 56.35 | 0.34 | 694.39 | 751.08
| Extend 949 | 3.41 |702.73 | 715.63
‘Relaxation | 567.39 | 4.3 | 365.38
\

Outperforming baselines over a single DS as well

index selection algorithms. J. Kossmann, S. Halfpap, M. Jankrift, and R. Schlosser. o
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Dealing with complexity (HTAP)

No DBA? No regret! ...
[TKDE’23]

Setting: CH-BenCHmark under static workloads, MAB vs. PDTool, 25 rounds

MAB
MAB

14000
o 12000 -
\‘,’, —
. o 10000
+ x,(1) > E M
x1 x2 x3 x4 x5 X6 x7 x8 Eormal — 8000
pdate o)
) ¥ ’ © 6000
. = = O M
r(i) = r (1) + 1 (1) ~
" A \F s 5 4000
QCcuse
x1 x2 x3 x4 x5 X6 x7 x8 Update % 2000
— x.0 > X (i) — % .
i 5 |32 :
2 | 2= 2
a o ©
=2 =2

PDTool
Nolndex
PDTool |

0:1 1:1 2:1 3:1 4:1 5:1
Transactional to Analytical Ratio (TAR)

MAB with focused updates to support HTAP

25



But isn’t exploration too expensive?

Cutting to the chase with warm bandits
[ICDM’21]

Setting: TPC-H benchmark 10GB, 5 queries, 25 rounds static

100

95

90

85

80

Time per round (sec)

75

==Cold start

==\Warm start

Round

(Inexpensive) warm up reduces exploration cost

26



Summary

(H)MAB is a lightweight MAB solution for (integrated)
physical database design tuning

HMAB is the first learned solution to work in the
combined space of indices and views

(H)MAB successfully tackles tuning challenges: optimizer
misestimates, unpredictable and HTAP workloads

Up to 40% and 70% average improvement for integrated
view and index tuning under static and random settings
compared against a SOTA commercial tuning tool

29



Critical view on learning-based algorithms

This is great, but......

(Relatively) slow uptake by commercial vendors...
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Properties for future DBMS adopton

* Small computational overhead
— Pre-training important, yet often ignored
— Resources plus time invested

* Ability to adapt and generalize
— See the past, adjust to unpredictable future
— Train on development port to product environment
— Transfer learning critical

e Safety guarantees required
— Prove it does the right thing
— Explain the output (decisions made)

Lightweight, yet (provably) accurate is key ..
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Numerous opportunities for innovation

e ML within the DB Engine

— Physical database design

— Learned vs traditional data structures
— Configuration tuning

— Resource management

— Query optimization

e Innovation in ML domain

— Hierarchical MABs (infinite arms)
— Pretraining for faster convergence (warm start)
— Lightweight transfer learning

Plus, the entire field DBs for ML!
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Where to go from here

“It is not the strongest species that survive, nor the most intelligent, but the ones
. most responsive to change.” Charles Darwin
Queries P J

[SIGMOD’12]
[CACM’15]
[ICDE’21]

[ICDM’21]
[VLDB’23]
[TKDE’23]
Data ) O =) Fast response

[ICDE’15]
[VLDBJ 18] Learn

[SIGMOD’23] )
[ICDE’24] Refine
[VLDB’24]

["v'ﬁ'éﬂ!}’a e DBMS System

[ADMS’17]
[CACM’19]

Learning DBMSs for efficient data analysis 53
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Questions?

Website: https://renata.borovica-gajic.com/

Email: renata.borovica@unimelb.edu.au

Looking for PhD students!

*This work is supported by the Australian Research Council
Discovery Project DP220102269, and Discovery Early N K Y |
Career Researcher Award DE230100366. THA O U 3
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Backup slides

35
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Rewards that guide MAB

[ A=W )= o) ]

@ Gain is calculated based on query running times without any indices
@ Balances the index creation cost and the execution cost

@ Accounts for the real-world concerns (interaction between queries,
application and run-time parameters)

36
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MABs don’t need to try all arms

e Example: Linear bandit context with shared weight (x; : jt context
feature of it arm)

e Context vector for arm n: X, = [X,.1, Xn,2, ---, Xn.n]
o Shared weight vector: 6 = [#1,0,,....0,]
o Expected reward: x; 1 %601 +x120 %62+ ... + X1 %0,

@ Enables knowledge sharing (exploration is narrowed to context
features)

@ Allows bandit to understand the new arms at the first sight

@ Columns, Suitability to the workload, Size

37
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MAB with context

M First Round M Second Round Shared Weight (0) Arms Context (x)
SELECT A.C1 FROM A [ C2 C3 C4 C5 DI D2 D3 Part 1 Part 2
i ¢ 5 |05 ] O 0 5 il I Cl C2 C3 C4 C5 D1 D2 D3
A.C3=6 x
IX1 (C2) |u|1|0|0|0||0|5|0|

(8) 10sec gain, 20sec creation cost,

(6}Ret|;1rning (guNe:v 3UM]? e IX2 (C3) | 0 | 0 | 1 | 0 | 0 “ 0 | 5 | 0 |

T b
L]
(3) Identify Arms
(2) Query details & T *

Execution cost w/o Index an
N —[XS(C3,C2,CI)‘o|o,1|1|0|0“1|15|0|

(7) Creation cost, Execution cost w/ Index
J — IX602.C3. Cl) | 0 I 1 |0.1| 0 | 0 || 1 |15| 0 ]
(4) Arm Selected

Table A(C1, C2, C3)
Table B(C4, C5)

(5) Materialize IX6

Figure: An abstract view of the bandit learning system

38



HTAP: positive + negative rewards
“Increase salaries of all 3rd Year PhD students by $10”

re(i) = Ge(i, we, s¢) — Cere(Se—1,{i}).

o Read-write workloads (extending to INSERT,
UPDATE, DELETE queries) (HTAP workloads are
both positively and negatively impacted by the
indices.)

o Identifying negative rewards (Negative creation cost vs
negative execution gains)

39
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HTAP: Focused updates

* x{) § @ Allows identifying the expected
x1 x2 | x3 x4 | x5 x6 | x7 | x8 Eognal d 1.' h d
= . Hipeats reward 1or €acn rewar
.
fi) =Tl + T EmpenEnE
- b > @ A new bandit flavour with
x1 x2 x ) x4 X5 xb | =} x8 EOC duSCd
e - better regret bound compared
X1 X, -1 )
| to the C*UCB bandit.
Figure: Regular contextual updates vs o 83% Memory saving with write

focused update. heavy workloads

40



HMAB with contexts

L2 Context (MV_4- From Cluster1) L2 Weights
Part 1 Part 2 Part 1 Part 2
[3]o] [m2] o] 1o] o]
—  — ]
# clusters # clusters

(8) Update: IX_N: 10sec gain, 20sec creation

MV _4: 20sec gain, MV _1: Osec gain

(7) Execution — Observe reward

Execution
(MV1 is not used)

(6) Materialize
il
11
¥
! i Bandit
]
1! . A
A - i
1
1
]
]
]
I_

(3) Arms selected

by L2 bandit

MV_1

MV

TAB 1 IX 1

L2 Arms

(7) Execution — Observe reward

B e .

(1) Observes the workload and generate arms

(2) Arms selected
by L1 bandits

Part 1 Part 2 Part 3
Cluster -V oy s o] )] ]2
MV_2 ) # columns tr: ) # tables in' i
MV 3 the database the database ]
w s [T TR I
qutfr.z.IE d_ex Part 1 Part 2
K e N DD D
A3 a | ==
: é $ : TAB_ 1 IX_2 # columns in
1 1 TAB 1
| a 1 TAB 1 IX 3
F S :
1 | d .
| . 1 .
I " I . i
I . I
1 1
! I TAB N IX 1
| | -
_:_Eai : TAB N IX 2
-o-_.¢ - maBNG [a]o] [1]  [2]o]od]
First Layer (L1) Ty 1 Caaieat

Bandits

T

Figure: HMAB with an example

41
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Materialised View Only Tuning

Setting: TPC-H, static, MAB vs ICDE’21* baselines, 25 rounds, tuning

materialised views

400 —PDTool
§ 350 —HMAB
— —TopValue
2 300 —TopUValue
8 250 k
I~ |
= 200 M DAY
o
O 150
£ 100
|_

o 50
%
w0

5 10 15 20 25
Round Number

*[ICDE’21] An Autonomous Materialized View Management System with Deep Reinforcement Learning.
Y. Han, G. Li, H. Yuan, and J. Sun. 42
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