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Abstract

Graphs are crucial structures for modeling relationships between objects and have a wide range
of applications such as social networks, drug design, and recommender systems. Deep learning
on the Euclidean domain (e.g. images, text, speech) has achieved remarkable success and many
studies try to generalize the deep learning methods to graph data for performing downstream
tasks like node classification and link prediction.

Graph neural networks use message passing to create node embeddings (vector representation
of nodes) which can be used for many tasks including node/graph classification, clustering,
community detection, and link prediction. Most graph neural networks focus on static graphs by
assuming that the graph will not change so there will be no change in features and no addition or
removal of nodes and edges. However, most real-life problems have dynamic underlying structures
i.e. graphs that evolve over time. For instance, the changes can be new friendships in social
networks or new interactions between a customer and the items in recommendation systems.

We focus on continuous-time dynamic graphs where the data is represented as a sequence of
timestamped events. We propose interaction2vec, an event-centric perspective on continuous-
time dynamic graphs by embedding the edges (interactions) to vectors. Our interaction2vec
framework’s effectiveness is investigated with the following experiments: finding significant events,
link classification in a heterogeneous continuous-time dynamic graph, and future link prediction.
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